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Abstract— The most common life threatening type of cancer 
affecting woman is breast cancer.  Mammography is an 
effective screening tool for breast cancer.  For mammogram 
the CAD system is like a spell checker. CAD systems use 
digital image processing techniques to improve the detection 
performance and efficiency of mammography screening. The 
two most common features that are associated with cancers 
are clusters of microcalcifications and masses. There are some 
reasons such as small size of microcalcification, less brightness 
of microcalcification compared to the background, and 
superimposition of microcalcification on textures make the 
detection of microcalcification difficult. This paper proposes a 
methodology for the classification of microcalcification in 
mammograms. An improved classifier that introduces 
balanced learning for the accurate classification for the 
classification of microcalcification is proposed as one of the 
main steps in the methodology. The experiments are 
conducted on the samples collected from well known MIAS 
database and outperforms other methods in the classification 
of microcalcification. 
Keywords— CAD System, Classification, Imbalanced data, 
Mammography, Microcalcification 

 
I. INTRODUCTION 

Breast cancer is the second leading cause of cancer death 
among women in the 40-55 age groups [1-4]. 
Mammography is a screening tool for breast abnormalities 
detection. Mammography allows identification of tumour 
before being palpable. Mammography [5-10, 33-36] is a 
transmission planar X-ray image formed by diverging X-
ray beam. Poor image quality and oversight are some of the 
factors that lead to missed detections of breast cancer. 15- 
25% of biopsy proven cancerous is not detected for various 
reasons such as technical problems and abnormalities that 
are not observable.  

The diagnosis errors actually form the foundation of 
CAD [4, 8, 9, 12, 13] in Digital Mammography. CAD 
integrates diagnostic imaging with image processing, 
pattern recognition, computer science, and artificial 
intelligence technologies.    Radiologist uses the output 
from the CAD as a “second opinion” in detecting 
abnormalities and makes the diagnostic decisions with 
much less probable errors. A mammogram image analyzer 
program [4, 8, 9, 11] would decrease the possibility of false 
detection of breast cancer by a radiologist Clusters of 
calcifications and masses are two most common features 
associated with cancer.  Micro calcifications(MC)  [16,20] 
are tiny deposits of calcium that appear as small bright 
spots in the mammogram and have higher inherent 
attenuation properties. Microcalcifications cannot be 
distinguished from the high-frequency noise because of 
their small size.  For MC detection a large number of MC 
detection algorithms are developed. In recent years, several 

CAD systems that support MC detection have been 
deployed for clinical use.  

Imbalanced data classification often arises in many 
practical applications. Many classification methods are 
developed but they assume evenly distribution of 
underlying training set.  When the training set is a highly 
imbalanced distribution many approaches are faced with 
severe bias problem. There are many real-world problems 
faced with severe problem of learning for imbalanced class. 
The imbalanced data cause classifiers to perform poorly on 
the minority class. Due to the highly imbalanced nature of 
the data many existing classifier tend to misclassify the 
minority class. Classification of potential microcalcification 
can be thought of as an example for class imbalance 
problem as it is shown in the next coming sections. 

The proposed scheme of the CAD system for 
microcalcifications, consists of many steps.  A preliminary 
step deals with preprocessing. It removes the artifacts and 
noises. It also removes the pectoral muscle that appears as a 
bright smooth triangle in the left/right highest part of the 
image. As a second step, suspicious regions are isolated by 
a detection algorithm. Potential microcalcifications are 
detected in this step. Next step deals with feature extraction 
and a selection procedure is implemented to classify the 
potential microcalcifications to the real microcalcification. 
The proposed methodology is carried on mammographic 
images taken from MIAS.   

The remaining part of this paper is organized as follows. 
Section 2 contains works related to the abnormality 
detection and classification in digital mammograms. In 
Section 3, methodology is explained. Experimental results 
are discussed in Section 4. Last section discusses the 
conclusion and future works. 

 
II. PREVIOUS WORKS 

There have been various approaches to the task of 
isolating the breast region and/or pectoral muscle 
segmentation in mammograms. Many researchers have 
developed the CAD for the automatic detection of masses 
and micro-calcification in a Digitized Mammograms. 

Verma and Zakos [14] presented a system based on 
fuzzy-neural and feature extraction techniques for detecting 
and diagnosing micro calcification patterns in digital 
mammograms. A hierarchical learning approach which 
consists of a cascade of a binary classifier and a regression 
module is proposed by El Naqa et al [15] to optimize 
retrieval effectiveness and efficiency. K.Thangavel et. al. 
[17] proposed a Markov Random Field method hybrid with 
Ant Colony System, Genetic Algorithm and Back 
propagation Network. The Spatial Gray Level Dependency 
Method,   Surrounding Region Dependence Method, Gray-
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Level Run-Length Method and Gray Level Difference 
Method  are used to extract the features from the segmented 
image. A three-layer Back propagation Neural Network 
classifier is used to classify the extracted features into 
benign or malignant.  Oporto et.al. [18] used successfully 
sequences of Difference of Gaussian (DOG) filters to detect 
and classify   microcalcification. DoG filter   extracts all 
available points from the digital mammograms and use 
three selection methods to select the potential 
microcalcification.   

Bocchi et. al. [19] used a fractal model to describe the 
mammographic image and analyzed the spatial arrangement 
to detect and classify the MC. Matched filter  enhances 
microcalcifications and region growing algorithm, 
combined with a neural network classify the MC. De Santo 
et.al. proposed an approach [21]  for the classification 
system based on a multiple expert systems. They argued 
that multiple expert systems significantly outperform single 
expert system. Nakayama et.al. [22] developed a filter bank 
based on the concept of the Hessian matrix for 
classification. In each Region Of Interest, eight features 
were extracted and employed Bayes discriminant function. 
Proposed method evaluated the detection performance 
using 600 mammograms. Liyang et.al. [23] investigated 
several machine learning methods for the classification of 
clustered microcalcification. They employed methods like 
support vector machine (SVM), kernel Fisher discriminant 
(KFD), relevance vector machine (RVM), and committee 
machines.   

Many techniques for handling  imbalanced data for 
binary class and multi class problems are developed. 

Xue-wen et.al. developed a method based on SVM and 
backward pruning technique [24] for handling the 
imbalanced data classification. Proposed method used 1484 
samples collected from SWISS-PROT and 
Hyperspectral/Polarimetric target detection.  Proposed 
method outperforms SVM-based weighting method.  Linear 
embedding algorithm incorporated on conventional 
SMOTE algorithm [25] was proposed by Juanjuan Wang. 
Three datasets are collected from several chest x-ray image 
databases. Sample size of three data sets 1180, 1530, and 
1164 with minority classes of .038%, 0.029%, and 0.042% 
respectively collected for experiment. They compared the 
traditional SMOTE algorithm with the proposed method 
and it outperforms conventional SMOTE algorithm. The 
proposed algorithm uses Naïve Bayesian, K-NN and 
support vector Machine classifiers for classification. Chao 
Chen et.al. adopted two methods [26] and experimented on 
many imbalanced data sets like  Oil, Mammography, 
Satimage, Hypothyroid, Euthyroid, KDD thrombin of size 
937, 11183, 6435, 2520, 2640, and 2543 respectively. 
Percentage of Minority class is 4.4, 2.3, 9.7, 4.8, 9.1, and 
7.6 respectively.   Proposed two methods outperform 
SHRINK, SMOTE, AND SMOTEBoost.  Kernel-Based 
Two-Class Classifier [27] using orthogonal forward 
selection is developed by Xia Hong. Developed method 
applied on Synthetic data, Pima Indian diabetes data, 
Haberman data, ADI data, Satimage data. Performance 
comparison with 1-NN, 3-NN, SVM, SUPANOVA, 
RIPPER, SMOTE, SMOTE-Boost, BRF, WRF shows 
effectiveness of their work. Yuchun et.al. [28] developed 

SVM-WEIGHT, GSVM-RU, SVM-SMOTE, and SVM-
RANDU. Many imbalanced datasets like Oil, 
Mammography, Satimage, Abalone (19 vs. other), Abalone 
(9 vs. 18), Yeast (ME2 vs.other), Yeast (CYT vs. POX) are 
used for analysis. The proposed method compared with 
WRF, AdaCost, KBA, SMOTE-Boost. It is found that 
GSVM-RU outperforms all other classifier. Many other 
methods  address the class imbalance problem  
effectively [29-32]. 

 
III. METHODOLOGY 

The proposed methodology consists of preprocessing, 
segmentation, feature extraction and classification. The 
method does not treat the detection of microcalcification as 
simple blob detection. 
A. Preprocessing 

Preprocessing step removes the artifacts and noises. It   
extracts the pectoral muscle to reduce the processing area 
for the remaining stages in the detection and classification 
of microcalcification.  This phase accepts a mammogram, 
opens the mammogram using a structuring element, and 
reconstructs the image. The difference image is thresholded 
with a suitable value which is experimentally obtained. 
Morphological operators and Sobel edge detector are 
applied to smooth irregularities and to detect the edges 
respectively.  Breast contour detected is superimposed on 
original image. Pectoral muscle segmentation uses a 
wavelet decomposition of fourth level and edge detection 
using Canny filter. Refer our work [9] for more 
preprocessing details. 
B. Segmentation 

Segmentation is a three-step entropy thresholding 
algorithm and is the modified version of [37]. First step 
filter mammogram with a morphological white top hat for 
detecting the small bright points. This step enhances the 
visibility and detectability of microcalcifications. Second 
step accepts the filtered image and uses the ranked 
thresholds which is explained later to segment all the 
maximum number of points inside the mammogram. These 
points are transformed to the potential microcalcification 
based on some selection methods. 

 Detection  of Potential microcalcification:  This step 
removes the background without reducing the 
microcalcifications by a top hat filtering, fixes optimal 
thresholds for segmenting the filtered image and thus 
separates the potential microcalcification. This step is 
explained below.  
Let i(x,y) be the digitized mammogram image IM of size 
NxN with L grey levels. Perform the following steps.  
1.  Filter the image IM by a top hat filter. 
2.  For all the grey levels of g from 1 to L of IM compute      
the image Entropy as explained in [37]. Store image            
entropy and the g used to compute it in the arrays IE and G 
respectively. 
3. Rank the array IE (i.e., obtain the descending order of IE)   
and   then rank the corresponding G array. Array G stores 
the optimal thresholds (grey levels) in the descending order.  
To detect greater possible quantity of points the top 8 
optimal thresholds are selected and used to segment the 
filtered image.  When each of these thresholds is applied 
the newly obtained points are added and the repeated points 
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are deleted. Two selection procedures are used to transform 
a point to potential microcalcification. Area is used as the 
first selection method to transform the detected points to 
potential microcalcification.  Second selection method uses 
grey gradient to transform the detected points to potential 
microcalcification. After these selection methods many 
potential microcalcifications are obtained. With the 
available truth information in MIAS database and with the 
support of 3 radiologists these potential microcalcification 
were classified as  microcalcification and not-
microcalcification. From these potential microcalcification 
only 5% were microcalcifications and others not. These 
percentages indicate a class imbalance problem and we 
address this issue by using an improved classifier that 
introduces balanced learning for the accurate classification 
of potential microcalcifications into microcalcifications. 

1)  Feature extraction and Classification of potential 
microcalcification  

In order to accurately classify the potential 
microcalcification to microcalcification a set of features are 
extracted. The following features are extracted. Average 
grey level, standard deviation of grey level, edge strength, 
background grey level, Foreground background ratio and 
difference, compactness, elongation, shape and invariant 
moment, second order histogram related features, Five 
features and three features related to contrast and related 
contrast respectively. These features are passed through a 
feature selection process and features that present high 
correlation with other features are removed. After the 
feature selection procedure the following features are 
selected. Absolute contrast, standard deviation of grey 
levels, Difference ratio, Area, compactness, entropy, 
angular second moment, inverse different moment, 
correlation, sum entropy.  
We build the classifier using Class Confidence Weighted 
(CCW) kNN [38] as the traditional kNN uses only the prior 
information to estimate class labels, and when the data set 
is highly imbalanced it has suboptimal classification 
performance especially on the minority class. The merits of 
CCW kNN is proved in [38] and refer the same for more 
details. 
Let (ai, bi) (i = 1, n) represent training data, ai ∈Rm are 
feature vectors, m is the number of features bi ∈ {class1, 
class2}.  kNN algorithm finds group of  prototypes from the 
training set that are the closest to a test instance at by a 
certain distance measure.  When the k neighbours vary 
widely in their distances and nearest neighbours are reliable, 
the neighbours are weighted by the multiplicative-inverse 
(MI) or the additive-inverse (AI) of their distances [38].  
MI: b’t =argmax c∈{c1,c2} ai∈(at )T(bi = c) · (1/dist(at ,ai))  
AI: b’t =argmax c∈{c1,c2} ai∈(at )T(bi = c)·(1- (dist(at ,ai)/ 
dist maximum) 
where b’t is a predicted label, T(·) is an indicator function 
that returns 1 if its condition is true and 0 otherwise, (at) 
denotes the set of k training instances closest to at, dist(at ,ai) 
represents the distance between the test point at and a 
prototype ai, and distmaximum is the maximum possible 
distance between two training instances in the feature space 
which normalizes dist(at, ai)/distmaximum to the range of [0,1]. 
CCW-kNN capture the probability of attributes values 

given a class label. CCW on a training instance i is defined 
as follows: 
wiCCW = p(ai|bi)    
where ai and bi represent the attribute vector and the class 
label of instances i. Now the classification rule integrated 
with CCW is:  b’t = argmax c∈{c1,c2} ai∈(at ) T(bi = c) ·wiCCW   

It was proved that CCW changes the bases of kNN rule 
from using priors to posteriors and handle effectively the 
class imbalance problem.  

 
IV EXPERIMENTAL RESULTS 

We used mammogram provided by the Mammographic 
Image Analysis Society (MIAS). The Mammographic 
Image Analysis Society database contains 322 images. All 
these images have resolutions of 50 microns/pixel and 200 
microns/pixel.  The truth data consists of the location of the 
abnormality and the radius of a circle which encloses it.   
Calcifications, circumscribed masses, spiculated masses, ill-
defined masses, architectural distortions and asymmetry are 
the abnormalities represented in the MIAS database. 
Normal cases are also represented in the MIAS database. 
Out of 322 images, only 25 contain microcalcifications and 
out of these 25 images, 13 cases are reported as malignant 
and 12 as benign.  

Our methodology receives a digital mammogram and 
processes it through the four stages: - preprocessing, 
segmentation, feature extraction, and classification. 
Preprocessing extracts the breast contour and removes the 
pectoral muscle. Figure 1 and 2 shows the successful result 
of preprocessing. Refer our work [9] for more results of 
contour extraction and intermediate results generated in 
pectoral muscle segmentation. 
 

  
 Fig. 1  Mammogram preprocessing results for MIAS image mdb016. (a). 
Original Mammogram; (b). Noise & Artifacts removal after filtering and 
morphological operation. (c). Binary Image; (d). Contour superimposed on 
original image 

 

     
       (a)                     (b)                   (c)                (d)                         (e) 
Fig. 2. Pectoral muscle identification results for MIAS image mdb016. 
(a).Breast contour superimposed on original image; (b). The region of 
interest  containing the pectoral muscle; (c). Segmented area containing the 
pectoral muscle; (d). Wavelet decomposed image; (e). Pectoral muscle 
edge identified 

 
As the first step in the segmentation phase to detect the 

potential microcalcification a top hat morphological 
filtering is used to remove the slow rate of variation of 
image intensity values. It enhances the image contrast. We 
used structuring element as square kernels of size 21x21 to 
get the best results. From all the grey levels from 1 to L we 
computed Image Entropy, stored these values in the array 
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and ranked the array. Also top 8 optimal thresholds are 
computed as explained earlier. Top 8 optimal thresholds are 
used to segment the filtered image. Each of these thresholds 
is used to obtain all the possible points. Figure 3 shows an 
example of the application of top 8 thresholds to select the 
points in a ROI. 
 

 
Fig. 3.  Example of the application of top 8 thresholds to 
select the points in an image (ROI).  
 

All the points obtained are passed through two selection 
methods. In our work pixel area of 1 to 99 pixel numbers 
are used as the first selection methods and all the points 
obtained by this method are passed through the second 
selection method. Grey gradient is used in second selection 
method to transform the detected points to potential 
microcalcification. For this method grey gradient is set in 
the range of 5 to 60 which is obtained after analyzing the 
mean grey gradient of point surrounding the real 
microcalcification. These potential microcalcifications 
obtained after the two selection methods are classified as 
microcalcification and not-microcalcification.  

But the percentage of true microcalcification was only 
5%.  Since the dataset is imbalanced CCW-kNN (class 
confidence weights) kNN is used. The advantage of CCW 
is that it corrects the inherent bias to the majority class in 
kNN algorithm. To identify whether the detected obtained 
potential microcalcification corresponds to an individual 
microcalcification or not a set of features are extracted from 
the potential microcalcification. We extracted 10 features of 
potential microcalcification by removing the features that 
present high correlation with other features.  We build a 
CCW- kNN for the accurate classification of potential 
microcalcification into microcalcification as this approach 
is more efficient. We have used the metric area under 
precision-recall curve (AUC-PR) to evaluate classifier 
performance. Figure 4 shows the image with 
microcalcifications detected. 

  
Fig. 4. A cluster of microcalcifications 

 
V  CONCLUSION AND FUTURE WORK 

The most common life threatening type of cancer 
affecting woman is breast cancer.  Mammography is an 
effective screening for breast cancer. Microcalcification 
clusters is a feature associated with cancer. 
Microcalcifications are tiny objects and the detection and 

classification of microcalcification is a challenging task. In 
this approach we made an attempt to develop a method for 
the detection and classification of microcalcification. For 
the detection of microcalcification our approach used 
ranked thresholds and built a CCW-kNN classifier for the 
accurate classification of potential microcalcification into 
microcalcification. This classifier effectively classifies the 
potential microcalcifications as it handles the imbalanced 
data effectively. We implemented our work and applied it 
to MIAS dataset. The detection step is time consuming but 
our approach increases the classifier performance.   
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